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Abstract

Visualizations of 3D spatial structures use various techniques such
as user controlled interactions or 2D projection views to convey
the structure to users. Researchers have shown that motion cues
can help assimilate the structure of 3D spatial data, particularly for
discerning occluded parts of the objects. However, motion cues
or smooth animations also have costs - they increase the viewing
time. What remains unclear is whether any one particular viewing
modality allows users to understand and operate on the 3D struc-
ture as effectively as a combination of 2D and 3D static views. To
assess the effectiveness of understanding 3D structures, we carried
out three experiments. In all three experiments we evaluated the
effectiveness of perceiving 3D structures with either self controlled
interactions, animated transitions, and 2D+3D static views. In the
first experiment, subjects were given a task to estimate the rela-
tive distances of objects in a 3D scene. In the second experiment,
subjects made judgements to discern and identify the existence of
differences between 3D objects. In the third experiment, partici-
pants were required to reconstruct a 3D spatial structure based on
the 3D models presented to them. Results of the three experiments
reveal that participants were more accurate and performed the spa-
tial tasks faster with smooth animations and self-controlled inter-
actions than with 2D+3D static views. Our results overall suggest
that the costs involved in interacting or animating a 3D spatial struc-
ture are significantly outweighed by the perceptual benefits derived
from viewing and interacting in these modes of presentation.
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1 Introduction

Visualization experts have long argued that users should be allowed
to interactively rotate three-dimensional (3D) spatial scenes, and
this is now common practice in spatial visualization tools. This
interactivity serves many purposes: it enables the user to obtain a
different view suitable to the task, reveals structures that may other-
wise be occluded, and allows better perception of rigid 3D structure,
through structure-from-motion, also called the kinetic depth effect
[Wallach 1953].

For some tasks, it is clear that 3D motion is important. For exam-
ple, understanding the shape of an unusual surface would be dif-
ficult from a static scene, even with shading cues. When shading
cues are unavailable, motion cues are even more important [Ware
2006]. But despite its well-known advantages, interactive rotation
also takes time. When users need to rotate the scene to find a good
view, overall performance could be slower. Perhaps a combination
of static views, such as multi-view projections common in com-
puter aided design, or a fixed (non-interactive) rotation may lead to
faster performance. In addition, some researchers have argued that
two-dimensional (2D) views [St. John et al. 2001] or combinations
of 2D and 3D views [Tory et al. 2006] may be better than 3D dis-
plays for precise relative positioning, although the majority of these
experiments used static scenes. Thus it is not clear whether an in-
teractive 3D view is necessarily best for all tasks, especially when
precision is important.

We designed three experiments to compare a static 2D/3D com-
bination display to 3D displays with motion, for tasks related to
understanding the 3D nature of a scene. We particularly wanted to
investigate users’ abilities to judge precise relative distances, which
can be difficult from static 3D scenes and has been shown to benefit
from combination displays. We believed that motion might enable
precise distance judgments without requiring multiple views. We



also compared fixed rotation to interactive (user-controlled) rotation
to examine whether any difference in speed and accuracy might re-
sult from interactivity. Our results reveal that animated transitions
and interactive rotations are far more effective than 2D/3D static
views alone. These results were upheld for simple tasks suchs as
relative distance judgement and also for complex tasks, such 3D
structure formation. Contrary to the belief that animations may
slow down performance, we found that in this mode of operation
participants were faster at creating a mental structure of the 3D
scene in comparison to a 2D/3D static view only.

2 Related Work

We briefly review work related to viewing 3D structures and on the
interrelated benefits of animated displays.

2.1 Viewing 3D Structures

Numerous experiments have compared various 3D cues such as
shading, binocular disparity (from stereo vision), and motion cues
to determine their relative importance in understanding 3D scenes.
For example, Ware [2006] found that motion, stereo viewing, and
shading cues all helped users to understand orientation of 3D
streamlines. The largest improvement was caused by rendering the
streamlines as tubes to provide shading information, but motion led
to a larger improvement than stereo. Earlier studies comparing mo-
tion and stereo cues found similar results: the best performance
was seen with motion and stereo together, but motion contributed
more than stereo [e.g., Ware et al. 1993, Sollenberger and Milgram
1993]. Results tended to be similar whether the object was rotated
(causing the kinetic depth effect) or the user’s head moved (causing
motion parallax).

Another method for viewing 3D structure that has shown to be ef-
fective is to combine 2D and 3D views of the same scene into a
single display [Tory 2003]. One such method, called ExoVis, uses
three 2D views, each oriented along the major axes of the one 3D
view. ExoVis has shown to be effective against other combination
techniques [Tory and Swindells 2003]. For some tasks, particularly
those requiring precise relative positioning in 3D space, combina-
tions of 2D projections or slices and 3D views have been shown to
benefit performance compared to static 3D views alone [e.g., Tory
et al. 2004; Tory et al. 2006].

Such combination displays are becoming fairly common in prac-
tice [e.g., Tresens and Kuester 2003; Brooks and Whalley 2005].
However, Velez [2005] showed that a user’s ability to understand
2D projections of a 3D scene depends on spatial ability, suggesting
that combined 2D/3D views may not be suitable for all users. We
wished to examine whether 3D rotation may achieve the same pre-
cision benefit as 2D/3D combination displays. The answer to this
question is not obvious. While it is clear that rotation is an impor-
tant cue to qualitatively understanding 3D scenes, it is not obvious
that they improve measurable task performance. For instance, Liter
et al. [1993] found that rotations (consisting of 30 static views) did
not improve performance at a structure recovery task compared to
two-view displays, even though users reported that it was difficult
to perceive depth with only two views.

2.2 Benefits of Animated Displays

Perceptual constancy in terms of animated displays, which was
originally defined in Robertson et al. [1993], defines a perceptual
phenomenon that preserves the identity of an object, even when it
is seen under varying conditions such as perspective, distance or
lighting. One of the goals of animation is to facilitate a persons’

understanding of a given object‘s true structure, and its relation to
its surrounding, while promoting perceptual constancy. For exam-
ple, Bederson et al. [1996] found that zoomable user interfaces
allow users to view different levels of detail by zooming in or out.
This process was facilitated through animation, which gave users a
better conceptual model of the topological details, allowing them to
interact more effectively with the display.

In addition to providing information about structure in the world,
animation can also facilitate the understanding of some difficult
to visualize conceptual phenomenon. For example, Sanger et al.
[2000] found that students had a better conceptual understanding of
the behaviour of gas particles during the crushing of a can. Previ-
ously, the students held various misconceptions about the process,
but these were dispelled after the animation demonstration. Singer
et al. [2001] also found that animation helped students to under-
stand the processes of osmosis and diffusion. McClean et al. [2005]
found that students retention of various biological phenomenon,
such as the electron transport chain, RNA/DNA transcription and
translation, was increased by animation. Burd et al. [2002] showed
that animations improved the comphrension of UML sequence dia-
grams. Animations have also been shown to give students some im-
provement in learning computer alogirhtms[e.g. Bryne et al. 1996;
Kehoe et al. 2001; Stasko et al. 1993].

In a review article, Tversky and Morrison [2002] suggest that in-
teracting with graphics may improve student learning, but that the
benefits of motion are less clear. They report that motion and in-
teractivity were rarely considered as separate experimental factors
in the studies they reviewed. Ware and Franck [1996] found that
motion was helpful but the method for producing the motion (auto-
matic or user controlled) had little effect. However, a recent study
by Keehner et. al. [2008] found that animation was more impor-
tant than interaction. In that study, participants were asked to draw
cross sections of 3D structures. They found that participants who
viewed a visualization that had been manipulated in an effective
manner performed as well as participants that had the ability to in-
teract with the animation.

One of the goals of this paper is to attempt to demarcate the ben-
efits between interaction and animation. The paper will expand on
what Keehner et. al. [2008] did by examining other tasks related to
spatial reasoning. The second goal is to compare these benefits to a
multiple static 2D/3D views. In total, there were three experiments,
each of which had three display conditions. The display conditions
used were a static animation condition, a user controlled animation
and an ExoVis or combined 2D/3D static view. The static anima-
tion condition meant that users could pause, but could not otherwise
alter the rate, direction or axis of rotation. In the user controlled an-
imation conditions, the user could alter the direction, rate and axis
of rotation. In the ExoVis view, the user could not alter the dis-
play. Experiment 1 involved the judgement of distance between
three objects in a scene. Experiment 2 examined peoples’ ability to
compare two similar scenes. Experiment 3 was a block assembly
task, wich required users to understand the scene using the display,
and to reproduce the scene in the real world using blocks. These
tasks were intentionally chosen to range from low-level perceptual
operations to higher-level activities.

3 Experiment 1: Relative Judgement of Dis-
tance

One of the most important abilities related to using 3D models is the
ability to estimate the distance between objects in the scene. The
first experiment was designed to assess this skill. The objective
was to determine which presentation method resulted in the most
effective performance.



Figure 2: The UCA and SA condition is shown on the left. The
ExoVis condition is shown on the right. Note, The ExoVis condition
has been scaled down slightly to fit.

3.1 Methods

3.1.1 Participants

Twenty-two participants, 15 male and 7 female from a university
population volunteered to participate. Participants received 1% to-
wards their final grade in an introductory computer science course
in exchange for their participation.

3.1.2 Task

Three spherical balls of equal volume were presented on the com-
puter screen, each with its own color (red, yellow and blue). Each
ball had a center point defined in three dimensions. Each ball had
a diameter of approximately 1.5-2cm in each of the presenatation
conditions. The exact size of the ball on screen was variable as the
camera was set to a perspective projection.

The red ball represented the target at the origin. It was the partici-
pant’s task to identify which ball was closer to the target ball: the
yellow ball, or the blue ball. The distance between the target ball
and the other two balls, was between 1 and 3 cm. The distance be-
tween the yellow and blue balls was not equal. One of the balls was
closer to the target ball, while the other ball acted as a distractor.
Figure 2 shows an example. The yellow ball was closer to the red
ball in only half the trials.

3.1.3 Design and Procedure

We used a 3x4 factorial design. The first factor was the method of
presentation. There were three different presentation methods: the
ExoVis (EV) method [Tory and Swindells 2003], a static animation
(SA), and a user controlled animation (UCA). In the SA condition,
the camera rotated at a fixed angle around the Y-Axis. The user was
able to pause the animation using the space key on the keyboard, in
order to select one of the targets. The rate of rotation was 5 degrees
every 55 milliseconds. In the UCA condition, the user could control
the axis of rotation. The participant could rotate around the X- or
Y-axis using the up/down arrows for the X-Axis, or the left/right ar-
rows for the Y-Axis, on a standard keyboard. Rotation occurred in
a step-wise fashion when the buttons were pressed, but was contin-
uous if the button was held down. In all conditions, the participant
attempted to select the closest ball using the mouse.

The second factor used in the experiment was the difficulty level.
The distance between the closest ball and the distractor was used to
define the level of difficulty. There were four individual difficulty
conditions (D1, D2, D3 and D4). D1 was considered the easiest
condition, while D4 was considered the hardest condition. The dis-
tances used were 1.5cm for D1, 0.75cm in D2, 0.50cm in D3 and

0.25cm in D4. These distances were determined during pilot stud-
ies and were absolute distances.

A total of 40 ball configurations were used in the study, with 10
configurations for each difficulty level. The configurations were
presented in random order until all 40 had been shown for each
presentation condition. Participants were divided into three groups
to control for any possible ordering effects. The first group com-
pleted the EV, SA and UCA conditions, first, second and last, re-
spectively. The second group completed UCA, EV and then SA.
The third group completed SA, UCA and EV. In total, each partici-
pant completed 120 trials.

Each participant was presented with a screen that prompted them to
enter a user id. After entering this number, and using the mouse to
click on the start button, participants were immediately presented
with practice trials in one of the three presentation conditions. The
configurations of the balls in the practice trials were random.

Participants used the mouse to select the ball that they felt was clos-
est to the target red ball. Participants were asked to answer as cor-
rectly as possible. After they had selected the ball they thought
was closest, they were informed on-screen, whether they had been
successful or not and then the next trial started. Participants were
allowed to complete as many practice trials as they felt was neces-
sary to learn how to interact with the system. Generally, this was
between two and five trials. When they felt they were ready, partic-
ipants pressed the ‘s’ key, and the real experimental trials began.
During the experiment, participants were still informed whether
they were correct or not.

When a participant had finished all the trials for their first condi-
tion, they were then presented with the practice trials for the sec-
ond presentation condition. Again, participants completed as many
practice trials as they felt was necessary, and pressed the ‘s’ key to
begin the real trials. When they completed the real trials from the
second presentation condition, they were presented with the prac-
tice trials for the third condition. The participants completed the
practice and then the real trials.

3.1.4 Measures

We measured two dependent variables. The first variable, success
rate, was simply the percent of correct responses, while the sec-
ond variable, elapsed time, was the time to complete the trial. The
trial time started immediately when participants were shown a given
scene, and ended when they made a selection.

3.2 Results

Data was found to be normally distributed and not in violation of the
sphericity assumption. Separate two-way ANOVA tests were used
to assess the effects that the presentation and difficulty conditions
had on the elapsed time, and the success rate of the tasks. P-values
less than 0.05 were considered to be significant. The margin of
error is reported as +/- 2 SE.

3.2.1 Elapsed Time

Figure 3 summarizes the data. There was a significant main effect
for the presentation conditions, F(2, 42) = 20.083, p< .001. A
Bonferroni correction was used to assess the differences between
presentation conditions. SA was significantly faster than both EV,
p < 0.001 and UCA, p< 0.001. UCA was significantly faster than
EV, p < 0.001. The average completion time for SA was 5.72 secs
+/- .4 sec, for UCA was 8.92 secs +/- 1.1 sec, and for EV was 9.85
secs +/- 1.1 sec. On average participants were 1.7 times faster with



Figure 3: Mean elapsed time that participants took to complete
the relative distance task using the presentation methods and the
difficulty conditions. Margin of error is +/- 2 SE.

Figure 4: Mean success rate of participants for the relative dis-
tance task using the presentation methods and the difficulty condi-
tions. Margin of error is +/- 2 SE.

SA than with UCA or than EV for this task. There was also a sig-
nificant main effect for the difficulty conditions, F(3, 63) = 6.227, p
< 0.01. A Bonferroni correction was to assess differences between
difficulty conditions. It was shown that the most difficult condition,
D4, took significantly longer (10 secs versus 7 secs than all the other
conditions), p< 0.01. D1, D2 and D3 did not significantly differ
from each other. There was no evidence of an interaction effect
between presentation and difficulty, F(6, 126) = 1.370, p = .227.

3.2.2 Success Rate

Figure 4 summarizes the data. There was no significant differ-
ence between the presentation conditions, F(2, 42) = 2.086, = .124.
There was a significant difference between the difficulty conditions,
F(3, 63) = 65.763, p< .001. A Bonferroni correction was used to
assess the differences between the difficulty conditions. D1 and
D2 had similar accuracy values and were not significantly differ-
ent from each other, p = .637. Participants were significantly less
accurate with D3 when compared to the first two difficulty levels,
p < 0.001. Participants were significantly less accurate with D4
when compared with D3. There was no interaction effect between
presentation and difficulty, F(6, 126) = .562, p = .761.

4 Experiment 2: Structure Comparison

Being able to quickly and accurately assess what, if any, differences
exist between 3D structures is an important ability. It is common
for medical professionals to look at two different medical images
and attempt to determine if anything has changed. For example,
whether a cancer has grown, shrunk or stayed the same. Therefore,
the second experiment was a task designed to test a participants
abilities to discern the difference between two similar but slightly
differing 3D models.

4.1 Methods

4.1.1 Participants

Fifteen participants, 9 male and 6 female from a university pop-
ulation volunteered to participate in the study. Participants re-
ceived credit towards their final grade in an introductory Psychol-
ogy course in exchange for their participation.

4.1.2 Task

Participants were presented with two different 3D configurations
on a screen. Each 3D configuration was made up of 10 blocks that
were randomly assembled. Blocks varied in both their size and their
color. The colors used were red, blue or yellow.

Both configurations were presented simultaneously with the same
display type: EV, SA or UCA. The left side acted as the source,
while the right side acted as the target. The target configuration
differed from the source in the number of blocks that changed be-
tween the two. There were two sources of difference. The first is
that a target block could have a different position. The second is
that a target block could have a different color. Figure 5 shows an
example of the SA/UCA conditions and the EV conditions. The tar-
get configuration either had 0,1,2, or 3 differences when compared
to the source configuration. When the target configuration had 0
differences, it meant that the target and source configurations were
actually the same.

In the UCA condition, participants were allowed to rotate the cam-
era left or right using the left and right arrow keys of the keyboard.
When rotating the camera, both configurations were rotated by the
same degree. In the SA condition, both models rotated automati-
cally at the same degree. The space bar acted as a toggle for rota-
tion, either pausing rotation, or resuming it. There was no rotation
in the EV condition.

4.1.3 Design and Procedures

Participants had a total of 96 trials, with 32 trials for each presenta-
tion condition. In those 32 trials, each participant was exposed to 8
trials where the target and the source were the same, 8 trials where
the target differed from the source in one way, 8 trials where the
target differed from the source in two ways and 8 trials where the
target differed from the source in three ways. The order that trials
were presented was random.

Participants were split into three groups to control for ordering ef-
fects. The first group completed the EV, SA and UCA conditions,
first, second and last, respectively. The second group completed
UCA, EV and then SA. The third group completed SA, UCA and
then EV.

It was the participants task to identify whether the target config-
uration differed from the source configuration. If the target was
different from the source, then the participant had to identify the
differences by clicking on the target blocks that were different than



Figure 5: At the top is the SA/UCA condition. The target side
differs from the source in two ways. The yellow block in the lower
right is now blue. The red block in the upper left has been moved
forward. At the bottom is the EV condition. On the right, the yellow
box at the top has been moved to the left.

the source blocks. Clicking was done with the mouse. A trial ended
when the participant pressed the enter button. The next trial began
immediately.

Participants completed up to five practice trials before completing
the 32 trials for each of the presentation condition. After complet-
ing the first presentation condition, participants then moved onto
the second presentation condition, followed by the third presenta-
tion condition.

4.1.4 Measures

Participants were measured on two dependent measures. The first
measure was elapsed time, which was the time from a participant
beginning a trial, to the time the participant pressed the enter but-
ton to indicate that they were done. The second measure was the
number of errors made during the trial. An error could occur in two
ways. The first was that a user clicked on a target block that was
not actually different from the source block. The second way was
that a user failed to click on a target block that was different from
the source block. The number of errors that each participant made
was divided by the total number of trials per presentation condition
to give the error rate.

4.2 Results

Data was found to be normally distributed and not in violation of the
sphericity assumption. Separate One-Way ANOVA tests were used
to assess the effects that the presentation had on elapsed time and
error rate. P-values less than 0.05 were considered to be significant.
Margin of errors were reported as +/- 2 SE.

4.2.1 Elapsed Time

Figure 6 summarizes the data. There was a significant main effect
for the presentation conditions, F(2, 14) = 5.25, p< .05. A bonfer-
roni correction was used to assess the differences between presen-
tation conditions. SA and UCA were significantly faster than EV
p < 0.05. SA and UCA were not significantly different from each
other. Mean elapsed times for SA was 23.1 secs +/- 2.8 sec. UCA
was 23.9 secs +/- 3.6, and EV was 29.9 secs +/- 2.1 sec.

Figure 6: Mean elapsed time participants took to complete the con-
trast task using the different presentation methods. Margin of error
is +/- 2 SE.

Figure 7: Mean number of errors made by the participants in the
contrast task for each presentation method. Margin of error is +/-
2 SE.

4.2.2 Error Rates

Figure 7 summarizes the data. Error rate did not significantly differ
between the presentation conditions.

5 Experiment 3: Reproducing 3D Visual
Structure

The ability to view and manipulate 3D models that represent the
real world is only useful if you can apply the knowledge gained to
the real world. One simple task to test this ability is to see how well
people can reproduce a 3D model in the real world. Therefore, the
third experiment was another task to assess user’s spatial reasoning
abilities. This time participants viewed 3D models of mega blocks
on a computer screen and attempted to reconstruct them using ac-
tual blocks.

5.1 Methods

5.1.1 Participants

Twelve participants, 7 male and 5 female from a university popu-
lation volunteered to participate in the study. Participants received



Figure 8: At the top, the ExoVis condition is shown. The bottom left
is the SA and UCA condition. The bottom right is the actual model
that participants made.

1% towards their final grade in an introductory Computer Science
course in exchange for their participation.

5.1.2 Task

In this experiment, participants were presented with a configura-
tion of blocks on a screen. The on-screen configuration acted as
the instructions for assembling blocks in the real world. As with
experiment one, the method of presentation acted as a factor in
the experiment. The presentation methods were again EV, SA and
UCA. There were six different block configurations, and partici-
pants completed 6 trials, one for each configuration. There were
two block configurations per presentation method. The assignment
of block configuration to presentation method was random. In order
to counteract any kind of learning or ordering effect, participants
were split into three groups. The first group was presented with EV,
SA then UCA. The second group was presented with UCA, EV, SA.
The third group was presented with SA, UCA and EV.

5.1.3 Design and Procedures

Participants were presented with the 10 necessary blocks on their
desk. When participants were ready to begin the trial, they se-
lected an on-screen start button. They were then presented with the
block configuration on screen. Participants then began assembling
the blocks. When they felt like they had accurately assembled the
blocks, they selected the stop button on screen. The experimenter
then rated the participant’s accuracy. The elapsed time was the time
from when the participant selected start, to the time they selected
stop. When the trial was completed, the blocks were disassembled,
and the next trial could begin. When the participant was ready for
the next trial, they selected the start button. Participants continued
in this manner until they had completed all six trials.

5.1.4 Measures

Participants were measured on two dependent variables: elapsed
time and accuracy. Accuracy was defined on an ordinal scale and

Figure 9: Mean elapsed time participants took to complete the
block assembly task using the presentation methods and the diffi-
culty conditions. Margin of error is +/- 2 SE.

was assessed by the experimenter after the participant had com-
pleted the trial. A four represented perfect accuracy, meaning the
participant had assembled the blocks exactly as shown on screen.
A three represented good accuracy, meaning that at most, one or
two blocks were out of place. A two represented poor accuracy,
meaning that between two and four pieces were out of place. A one
represented a failure, meaning that five or more pieces were out of
place.

5.2 Results

A Brown-Forsythe test was used to assess the effect of presentation
on elapsed time. A Kruskal-Wallis H-test was used to assess the
effect that presentation had on accuracy. P-Values less than 0.05
were considered to be significant. Margins of errors were +/- 2 SE.

5.2.1 Elapsed Time

Figure 9 summarizes the data. There was a significant difference
between the presentation conditions, F(2, 69) = 5.553, p< 0.01. A
Dunnet’s T3 correction was used to assess the differences between
the presentation conditions. SA and UCA were not significantly
different, but both were significantly faster than EV, p< 0.05. The
mean elapsed times for SA was 80 sec +/- 14 sec, for UCA was 100
sec +/- 32 sec. For EV was 180 +/- 72 sec.

5.2.2 Accuracy

Figure 10 summarizes the data. There was a significant difference
between the presentation conditions, X2(2) = 8.56, p< 0.05. Sep-
arate Mann-Whitney U tests were used as post hoc tests to assess
the differences between the groups. SA had significantly higher
accuracy than EV, p< 0.01. UCA was not significantly different
than EV, but suggested a trend, p = 0.058. SA and UCA were not
significantly different from each other, p = 0.301.

6 Discussion

6.1 Relative Distance

Time to complete the relative distance task was fastest with the
SA condition, followed by UCA and then ExoVis. This suggested
that animation provided 3D information to participants in a shorter
amount of time than a combination 2D/3D display.



Figure 10: Histogram of the accuracy in the block assembly task.
The x-axis represents the accuracy rating, and the y-Axis represents
the frequency of that accuracy rating.

It is not entirely clear why the SA condition was faster than UCA
for this task. Both conditions provide information through structure
from motion. One possible explanation could be in the rate of ro-
tation. In the SA condition, the rate of rotation was fixed at about
90 degrees a second. However, in the UCA condition, the user had
more control over the rate of rotation. A single press of the ro-
tate arrow key rotated the scene 10 degrees. The speed of rotation
was dependent on how often the user pressed the rotation button.
It could reach up to 180 degrees a second if the user held the key
down. Participants could rotate along both the X- and Y-Axis, and
in both directions on these axes. When participants encountered the
UCA condition first, they tended to tap the rotational keys, making
slight rotations, rather than holding the key down, which mimicked
the SA condition. However, when users were presented with the
SA condition before they were confronted with the UCA condition,
they tended to mimic the SA condition by holding down the rota-
tional keys. This suggests that the rate of rotation, and therefore,
animation, may play a role in the ability to spatially reason.

The method of presentation did not seem to affect the success rate,
as all conditions showed the same level of accuracy. Accuracy was
primarily influenced by the difficulty level. At the easiest level,
success rate was just over 75%. At the hardest level, success rate
dropped to 50%, or no better than chance. Participants were slowest
with the hardest difficulty level, but showed similar times for the
other three levels. The range of success rates demonstrates that our
experiment captured difficult or precise positioning tasks (not just
coarse positioning).

There was no interaction effect between presentation method and
difficulty, suggesting that the rate of success was mediated by diffi-
culty level and that the response time was mediated by the presen-
tation condition. Since the animation conditions showed the same
accuracy as the 2D/3D display, but required less time to solve the
task, our results suggest that tasks requiring distance judgements
would benefit from animation.

6.2 Contrast

Participants took the least amount of time to identify differences
between two 3D models when they used the SA and UCA methods.
The EV condition was slightly slower, by about 7 seconds, or about
29% slower. Participants showed similar error rates (3-4%) for all
the presentation conditions.

6.3 Block Assembly

Results were similar to the previous experiments. Participants as-
sembled the blocks quicker when they were presented with the an-
imated conditions, rather than the 2D/3D displays. There was no
significant difference between the UCA and SA conditions, but the
UCA condition showed a greater amount of variation in accuracy
when compared to the SA condition. The reason for this is un-
known, but could be attributed to the rate of rotation, for reasoning
similar to that of the relative distance task.

In nearly all cases, participants assembled the blocks in the least
amount of time, and most accurately, when they were presented
with the SA conditions. However, it is interesting to note that par-
ticipants showed very large variance in the amount of time it took to
complete the building task with ExoVis. This meant that some peo-
ple completed the task as fast as the animated conditions, but others
took nearly four times as long to do so. One possible explanation
for this observation is that the users differed in spatial ability, since
it is known that ability to interpret 2D projections of block-shapes
is correlated with results on spatial ability tests [Velez 2005]. We
cannot be sure of this since our participants did not complete any
tests on spatial ability. However, it is interesting that spatial abil-
ity differences may still strongly impact interpretation of ExoVis
2D / 3D displays, even though they were designed to minimize the
difficulty of mentally registering multiple views.

6.4 Overall

Our results at least partially counter previous claims that 2D or 2D /
3D displays are better than 3D alone for precise relative positioning.
It seems that 3D displays are sufficient as long as the scene can
rotate, either with static animation or user control. Note that 2D
displays may still be better when the relative position of objects
can be captured accurately in only one 2D view. In this case, the
user would only need to look at one static view. However, in many
practical applications, objects are not aligned with a standard view
direction (e.g., structures in the human body rarely differ in position
only by one medical imaging axis). To obtain a useful 2D view in
this case, the user would first have to position a view plane or slicing
plane that intersected or ran parallel to the axis between the objects.
Since orienting this plane would be quite time-consuming, the 3D
view with animation may be a better overall solution.

We should note that our results only apply when the user can un-
derstand a scene through object surfaces and does not need to
look inside objects. Viewing interior structures requires other tech-
niques such as 2D slicing planes. Also, axis-aligned views (like the
2D views in our experiments) may be important for understanding
whether or not objects align with the axes. Rotatable 3D displays
could be augmented with shortcut keys to access these pre-defined
viewpoints.

Based on the results of our three experiments, we offer the follow-
ing recommendations: (1) static or interactive rotation should be
an allowable operation in 3D systems since it increases the speed
at which a 3D scene can be understood, (2) for some time-critical
tasks, fixed animation may be a better choice than user-controlled
animation, (3) multiple static views may not be very effective for
understanding 3D objects, unless the interior of objects needs to be
shown, and (4) if animation is not feasible for some reason, then
a static ExoVis display can be used; users can effectively under-
stand 3D ExoVis scenes, with increases in performance time but
little change in accuracy.



7 Conclusion and Future Work

We presented three experiments comparing 3D views with static
or interactive rotation to static 2D / 3D combination displays. Our
results indicate that spatial positioning tasks can be accomplished
faster and with equal or greater accuracy using rotatable 3D dis-
plays as compared to static 2D / 3D displays. The method of ro-
tation (static vs. interactive) was less important, though in some
cases static animation was faster. These results suggest that 2D /
3D combination displays may not be needed for precise relative po-
sitioning tasks, except when there are other motivating factors (e.g.
occlusion).

Future work could examine how spatial ability and training (such
as CAD training) correlate with the ability to interpret rotatable
3D displays and 2D / 3D combination displays. We also suggest
conducting similar experiments with 2D slice views since we con-
sidered only 2D projection views. Slice views are more applicable
when the scene has a lot of occlusion, as in many medical imag-
ing data sets. Finally, our work has examined the low-level mental
operation of relative positioning. It will be important to determine
the relative strengths and weaknesses of 2D, 3D, and combination
display designs in more complex higher-level tasks.
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